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ABSTRACT
Renewable forms of energy have become a hot area of research in

recent years, such as wind energy and solar energy. �e traditional

energy, like petroleum, can cost environmental pollution easily, so

the potential value of the renewable energy is obvious. �ere are

many bene�ts of renewable energy, such as non-pollution, renew-

able and economical. �erefore, the research on renewable energy

using computing techniques [1][2][3] are becoming increasingly

popular recently. �is area has drawn many researchers’ a�ention,

including the optimisation research team at the University of Ade-

laide.

In our project this semester, we mainly focus on wave energy.

Our team do research on the submerged wave energy converters [4]

from scratch. We simplify a wave energy converter as a buoy, which

will be put below the surface of the ocean and captures energy from

waves. However, only a single buoy cannot obtain enough energy,

so we need to consider how to deploy multi-buoys in the ocean. �e

objective is to maximise the overall energy absorption. To achieve

this goal, there are many factors need to be considered, such as

the distance between of each buoy, the submerged-depth of each

buoy. In our project this semester, we mainly focus on the layout

of four buoys since the layout will in�uence the absorbed energy

signi�cantly [4].
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1 INTRODUCTION
�e layout of multi-buoys can be various and our work is to �nd

out the best one that can make buoys capture the largest energy. As

mentioned in [5], the positions of buoys are essential because the

positions will signi�cantly in�uence the overall energy. However,

there are many tough problems need to be solved when we try to

optimise the layout of buoys. �e �rst problem we meet is that the

given model, which is operated in the Matlab, requires too long

time to calculate the result. We use i7-2720QM (single thread) to

run the original model and it took approximately 46 seconds to

calculate a single result (energy) for four buoys. �is speed will cost

too long time if we wish to optimise the layout, since we will use

evolutionary algorithms to do optimisation in the next semester and

such algorithm needs to do large calculations. �erefore, we have

to solve the time-consuming problem before we do optimisation.

To solve this issue, our tutor suggested us to train a new model

using machine learning and use such new model to replace the

original model.

Finding a new machine learning model becomes the major task

for our project in this semester. We kept �nding a good model

that can replace the original model. �e output (energy) of the

new model should be as accurate as possible. In other words, the

error rate of the machine learning should be small, otherwise the

optimisation would not be accurate as well. In this semester, we

only focus on the model for four buoys. To �nd an ideal machine

learning model, we did research on the following two problems

this semester: 1.what features we should choose as the input of

our training model. 2.how to reduce the error rate of our machine

learning model.

Apart from the machine learning models, we also built a simple

web app, which can display our research results and allow others

to use our models. Users can upload their own data and select the

machine learning method. �en the web app will provide them

with a model that can �t their training data. Users can download

this model or just use it online.

Contribution. �is essay will describe my personal contribu-

tions in �nding machine learning models and building the web app.

On the research side, I have done the following works: 1. trained

three machine learning models: Non-linear �t, Boosted Regression

Tree [6][7][8] and Multi-Poly Regress [9] 2. conducted an experi-

ment to demonstrate the features that we should use as input data.

3. tried to optimise the original model. In web application side, I

am responsible for: building the UI of our web app.

Outline. �e essay is organised as follows. In section 2, I will

introduce the three machine learning models. �e advantages and

disadvantages of each method will be provided. In section 3, I

brie�y introduce the experiment that I conducted to demonstrate

the features that we should select. Section 4 will brie�y introduce

my e�ort in optimising the original model. In section 5, the UI of the

web application will be provided. Finally, I will make a conclusion

and describe my future work in next semester in section 6.

2 MACHINE LEARNING MODELS
�e purpose of �nding out new models is to replace the original

model and cu�ing the running time. In this semester, I only consider

the model for four buoys and only use the positional information

of these four buoys as input data. More speci�cally, I ignored all

other factors, such as the submerged depth, the wave speed and the

wave angles. I narrowed down the research to the coordinates of

the four buoys, that means my model can only predict the absorbed

energy for four buoys always under the same circumstance.

Tool. �e major tool I used is Matlab, which is a very famous

and useful tool for machine learning and Mathematic computation.

Method. �ree methods: nonlinear regression, boosted regres-

sion tree and multi-poly regression.



Benchmark. To make a comparison between each machine

learning mode, we use Root Relative Squared Error (RRSE) [10] as

a benchmark. Di�erent group members may train di�erent models,

but we use the same benchmark to evaluate the models. �e formula

of RRSE is shown as below:

RRSE =

√√√∑N
i=1
(θ̂i − θi )2∑N

i=1
( ¯θ − θi )2

(1)

θ means the real energy, which is generated by the original

model. θ̂ means the predicted energy that is generated by our new

model, while
¯θ means the average value of θ . N means the size of

data set. We use this RRSE to evaluate the accuracy rate of our new

models. �e less the RRSE, the more accurate our new models. Our

clients did not specify a target RRSE this semester.

2.1 Non-linear regression
Nonlinear models have become essential machine learning models,

which have a�racted much a�ention in recent years. As described

in [11] [12] [13], the nonlinear model can help researchers �nd the

nonlinear relationships between the input data and output data.

�is method may not fully suitable for our project, but I still tried

it and present the relevant e�orts here. At the beginning of our

project, I just use a built-in method in Matlab to train the nonlinear

model. Firstly, I de�ne a simple equation as follows:

E = b0 +b1x1 +b2y1 +b3x2 +b4y2 +b5x3 +b6y3 +b7x4 +b8y4 (2)

E means the energy, which is the output of the original model.

xn and yn represent the coordinate of the n-th buoy. bn is the

coe�cient that we need to �gure out using Matlab. �e results are

as follows:

b0 = 1.541414699230119 * 1.0e+06

b1 = -0.000010909444929 * 1.0e+06

b2 = -0.001166222084215 * 1.0e+06

b3 = 0.000011206081888 * 1.0e+06

b4 = -0.000257229960103 * 1.0e+06

b5 = 0.000008148138227 * 1.0e+06

b6 = 0.000264111518500 * 1.0e+06

b7 = -0.000015969619420 * 1.0e+06

b8 = 0.001164598580767 * 1.0e+06

�is is an initial model function. A�er de�ning this model func-

tion, I use the Matlab to calculate the most appropriate value of

Bn. �e size of the whole data set is 100000. I set 70% of them as

training data and 30% of them as testing data. �e RRSE of this

nonlinear model is around 80%. �e error rate is high, because this

model function is too simple to �t the training data. However, such

model is a good beginning of the whole project. In this semester,

I also tried many other model functions which are more complex

and achieve be�er RRSE.

Figure 1: �e plot for nonlinear �t

In this semester, the size of training data that used by nonlinear

regression is much larger than that used by other two methods, so

you will see that the points in the plot for nonlinear regression are

denser than that for other two methods. �e Figure 1 shows the

plot for the simple nonlinear-�t model. �e y-axis represents the

energy. �e x-axis represents each layout. Red points represent

predicted energies which are generated by the non-linear model.

�ese values have been sorted in ascending order. �e blue points

represent real energy values which are calculated by the original

model. �e distance between the red point and blue point can

re�ect the ��ing degree.

Advantage �e new model of this method is portable. �is

method can provide researchers with a white box, since it can

be described as a nonlinear equation. Researchers can use such

equation in any other circumstance and run it using any other

programming language. It is convenient for researchers for who

wish to do further research works. My group members tried some

other methods, such as multi-layer perceptron. �ese methods are

hard to get out of their original tool or programming language.

Disadvantage Finding a suitable model function is the main

tough point in this method. �e equation described above is the

simplest model function and obviously, it cannot �t the training

data very well. �e Matlab can help us �gure out the coe�cient Bn,

but cannot provide a suitable function model. Some other function

models, such as high-power equation, are hard to design. In some

case, such model functions depend on the experience of developers.

2.2 Boosted Regression Tree
Boosted Regression Tree (BRT) [6] is the second method that I have

tried using Matlab. �is method combines binary regression trees

[8] and adopts a gradient boost technique. In this project, I used

this model as a black box. �ere are many parameters need be

modi�ed in this method, such as the number of trees and leaves.

Tuning such parameters is a problem for researchers. In my case, I

just use a simple nested loop to try di�erent values of parameters

and pick up the best one by comparing their RRSE.
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Tune parameters of boosted regression tree

1 bestRRSE = in�nity

2 bestTREES = 0

3 bestLEAVES = 0

4 for num of trees ← 10 to 100

5 do for num of leaves ← 10 to 100

6 traininд()
7 RRSE ← testinд()
8 if RRSE < bestRRSE
9 then

10 RRSE ← bestRRSE
11 bestTREES ← num of trees
12 bestLEAVES ← num of leaves

�e data set is same as that I used in the nonlinear method.

I tried di�erent data size for training and the RRSE is changed

signi�cantly. I always use 70% of the whole data as training data

and 30% as testing data. �e RRSE of this model is around 50%-60%,

which is much be�er than the nonlinear model.

Figure 2 shows the predicted values and real values. Compared

with the nonlinear model, the blue points are much closer to red

points, which means this model is can �t the data be�er than the

nonlinear model.

Figure 2: �e plot for boosted regression tree

Table 1 below shows the di�erent RRSE of boosted regression

tree when I use di�erent size of training data. �e training data are

rounded generated by the original model.

Advantage BRT have essential advantages of tree-based meth-

ods [14]. With each tree added, the new tree can correct the previous

trees’ errors. Such method can �t complex nonlinear relationships

among each data set. It is a classic method in machine learning, so

I give it a try although it does not fully suitable for our project.

Disadvantage �ere are three basic parameters in BRT, which

are trees, leaves and learning rate. Each of these parameters needs

to be tuned by programmers to achieve a good �t. A high number

of trees or leaves o�en lead to over��ing [14], which means the

model can �t the training data very well, but cannot �t the testing

data. �e values of these parameters depend on the researchers’

personal experience. For me, I just keep trying di�erent values and

compare the value of RRSE. Another disadvantage of this method

is the time consumption of the predicting phase. When I set the

100 trees and 50 leaves and run the Matlab with 7000 training data,

the Matlab will cost 8 minutes to generate the model and 4 minutes

to do prediction using 3000 testing data.

2.3 Multi-Poly Regression
Multi-poly regression is a basic but e�ective method to �t multi-

dimensional data using a high degree polynomial. �is theory of

this method is similar to the �rst method, that �nds an appropriate

model function to �t the data. However, researchers do not need to

set a �xed model function in advance, such as y=b0+b1x1+b2x2. �e

approach can generate a high degree polynomial as model function

automatically. �e only parameter that needs to be modi�ed is the

polynomial order. �e best RRSE that achieved by this method is

around 31% with 10000 training data and a 6-order polynomial.

Figure 3: �e plot for multi-poly regression

Advantage According to the basic Mathematical knowledge, the

high-order equation can calculate the distances between two points

naturally. [4] shows that the distance among each two buoys is an

essential factor that will in�uence the absorbed energy. �erefore,

the multi-poly regression can take this key factor into consideration

and �t the training data be�er than other methods.

�e multi-poly regression method in Matlab does not need any

more tool box. �e result is portable, because the model can be

described using a single high-order polynomial. Researchers can

use such equal in any other environment. In addition, there is

only one parameter that needs to be tuned. It is convenient for

the researchers with less experience on machine learning. In my

project, I have tried from one to seven degrees and �nd six degrees

is the best. If the polynomial has more than six degrees, the model

will over �t. �e RRSE for �ve degrees, six degrees and seven

degrees are shown as below.

Disadvantage According to the original model code, the angle

between each two points is another essential factor that may in�u-

ence the captured energy. However, it is di�cult for a multi-poly

model to calculate the angle, such as sin or cos. �erefore, such

method can only get the RRSE around 30%.
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Table 1: RRSE for boosted regression tree in di�erent size of training data

data size 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

RRSE 66.35% 69.26% 62.15% 62.72% 60.13% 63.16% 62.53% 58.20% 58.20% 56.31%

Table 2: RRSE for multi-poly regression using di�erent
order-equations

4 5 6 7

RRSE 48% 41% 30% 38%

Researchers do not need to �gure out the model functions by

themselves. However, it brings another limitation that users can-

not make contributions on modifying the model functions. If re-

searchers wish to do some further optimisation on the given equa-

tion, they can only modify the equation a�er the model generated.

I suggested that we can use evolutionary computation to modify it,

but have no enough to do it in this semester.

2.4 Summary for three methods
I have tried three machine learning methods: non-linear regression,

boosted regression tree and multi-poly regression. Not all these

methods are suitable for this project, but they provided many useful

ideals for me and for my future work. For example, the �rst method

nonlinear method (as shown in the graph below) shows me the

potential of a good model function. To �nd out a be�er model

function, I use the multi-poly regression and successfully obtain a

six-order equation. �en I use this equation as model function and

achieved a much be�er result.

In �gure 4, the coordinates of each red point is (predicted energy,

real energy). �e predicted energy is calculated by my machine

learning model, while the real energy is calculated by original

mode.If these two value are the same, the red point should located

on the 45% black line. In this �gure, we can see that the red points

are more close to 45% black line in the third one, which means that

multi-poly regression can �t data be�er.

Table 3 below shows their best RRSE separately. �e RRSE of

Nonlinear Regression and Boosted Regression Tree are much higher

than Multi-Poly Regression, but it does not mean that the Multi-

Poly Regression is be�er than other two methods. It only represents

that multi-poly regression can �t the training data in our project

be�er, but the result can be di�erent in other situations.

3 FEATURES SELECTION
To train an idea model, I considered about extracting features from

the eight coordinates. Selecting appropriate features is important

for training model [15]. At the beginning, I only use the coordinates

of four buoys as training data, but the error rate is high. �erefore,

I thought several methods to optimise the raw data and conducted

an experiment to demonstrate my idea. Our group members may

have di�erent ideas on the selection of the features. �e next two

subsections will provide my e�orts on this part.

3.1 Swap buoys
I considered three methods to swap the four buoys: 1. Horizontal:

sort four buoys by their distance between y-axis. 2. Vertical: sort

four buoys by their distance between x-axis. 3. Basepoint: sort

them by their distance between the point (0, 0). I thought about this

idea because I notice that in the �rst method nonlinear-�t method,

the Bn in front of each coordinate is di�erent. �at means di�erent

buoys should have di�erent weights. �e random sequence may

lead to an average weight of each buoy, which is absurd. From the

physical point of view, each buoy should capture di�erent power

because of occlusion by each other.

�e table below shows the RRSE of boosted regression tree under

di�erent swapping method:

We can see from the table that the vertical-swapping method

obtains the best RRSE. �e gap between each swapping method is

not obvious in BRT, but it can demonstrate the necessity of such

swapping buoys. �is swapping method achieves a remarkable

success in multi-layer perceptron, which is a modern machine

learning method adopted by my group member. When using the

vertical-swapping method, the RRSE of multi-layer perceptron drop

from approximate 50% to 20%.

3.2 Swap buoys
In this semester, I conducted an experiment to demonstrate that

the overall energy will not be changed if four buoys translate to

the same distance. �e translation of layouts will not in�uence the

result in the original model. As is shown in the picture below, the

overall energy captured by layout A, B, C and D are same.

Figure 5: layouts a�er translating

�e steps of my experiment is provided as pseudocode below:
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Figure 4: �e plot for nonlinear regression, boosted regression tree and multi-poly regression method

Table 3: RRSE for three di�erent methods

Nonlinear Regression Boosted Regression Tree Multi-Poly Regression

RRSE 78% 61% 30%

Table 4: RRSE for three di�erent methods

horizontal vertical basepoint

RRSE 58.3% 56.8% 62.1%

�e steps of my experiment

1 Generate 5000 training dataset randomly: Dataset1
2 Dataset2← Dataset1
3 for dataset ← Dataset2
4 do Generate random number k1 and k2;

5 X2 plus/minus random number K1

6 Y2 plus/minus random number K2

7 X3 plus/minus random number K1

8 Y3 plus/minus random number K2

9 X4 plus/minus random number K1

10 Y4 plus/minus random number K2

11

12 CalculateEnergy (Dataset1): Enerдy1

13 CalculateEnergy (Dataset2): Enerдy2

In step3, each layout is translated to a random distance and a new

dataset is generated. �en I calculate the energy of the new dataset

(Energy2) and the original dataset (Energy1) and make a comparison

between them. �e result shows that the dataset of Energy1 and

Energy2 are the same. �erefore, we can demonstrate that the

translation will not in�uence the overall absorbed energy. �e table

below shows my experimental data. �e line A-H represent the

coordinates of four buoys. �e line J-Q represent the coordinates of

buoys a�er translation. �e line I and line R represent the original

energy and new energy

Figure 6: �e data for layouts a�er translating

Such �nding can help us reduce the dimension of the training

data. At the beginning, we have nine-dimension training data:

the eight coordinates and one energy. A�er conducting an ex-

periment on the original model, I suggested that we can reduce

one buoy in our training data, which means we only need seven-

dimension training data. More speci�cally, the original data set is

x1,y1,x2,y2,x3,y3,x4,y4, Energy. �en I simplify the data set as

0, 0,x2 − x1,y2 − y1,x3 − x1,y3 − y1,x4 − x1,y4 − y1, Energy. �is

decrease will not in�uence the result of the original model and I

have demonstrated it in the experiment above. �e objective in this

semester is to �nd a new model to replace the original one, so I did

research on the characters of the original model. A�er reducing

the dimensions from nine to seven, the accuracy rate of a machine-

learning model can be increased signi�cantly [15], because of the

more dimensions, the more complex inside the model.

Another experiment on the given model is to rotate the layout.

�e result shows that the energy will be changed a�er rotating.

�e experimental data is shown as �gure 7. �e line A - line H

represent the original layout and the line J - line Q show the layouts
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a�er rotating by a random degree. �e line I and line R represent

the energy of the original model and new model respectively.

Figure 7: �e data for layouts a�er rotating and translating

4 MY EFFORTS ON OPTIMISING THE
ORIGINAL MODEL

�is section will describe my failure e�ort on optimising the original

model. �e major barrier of the original model is the long time-

consumption. To solve this problem, I �nd out a loop that cost

the most running time. �is loop contains many physical and

mathematical knowledge, such as calculus. From the programming

point of view, I just treat this loop as a black box. �e number of

loops is 50 and my basic idea is to use the �rst 20 result to predict

the �nal 50th result, thus speeding up the original model. �e

original model needs to loop for 50 times to get the result, if I can

jump from 20th result to 50th result, the time-consuming problem

will be solved. To achieve this goal, I recorded the result of each

loop and use them as training data. �e methods that I have tried

are as follows: Polynomial, Fourier [15], Gaussian and Sum of Sine.

�ey are all classic methods that provide by Matlab tool.

Polynomial To �t the 50-training data, the degree of polynomial

must be set as eight. Such high degree leads to serious over-��ing.

�e model function is generated by Matlab as follows:

f (x) = p1∗x8+p2∗x7+p3∗x6+p4∗x5+p5∗x4+p6∗x3+p7∗x2+p8∗x+p9

(3)

Figure 8: �e training data and �tting curve of polynomial

�e ��ing condition can be shown by the �gure 8. �ere are 50

points in this graph, which represent the result of each loop.

Fourier Fourier is a famous machine learning method, but it

cannot fully �t our training data. �e model function is generated

by Matlab as follows:

f (x) = a0 +a1cos(xw)+b1sin(xw)+a2cos(2xw)+b2sin(2xw)+
a3cos(3xw)+b3sin(3xw)+a4cos(4xw)+b4sin(4xw)+a5cos(5xw)+
b5sin(5xw) + a6cos(6xw) + b6sin(6xw)

Finally, all these e�orts cannot work. �ere are several reasons:

1. �e model function can only be used for a single dataset and it is

not easy to �nd the model function for each dataset. 2.I have tried

many model functions but the results were not satisfactory.

5 THE UI OF WEB APP
I am also responsible for building the front-end of our web app.

�e programming languages I used are html5+css+javascript. I

have done the following four pages: home page, timeline page,

models page and login page. Home page can show our project and

our group members. Timeline page can show our e�orts in this

semester in the form of a time line. Models page allows users to

select a machine learning model and upload their training data and

testing data. A�er the back-end generate the model, users can drag

buoys on the web page and the result will be shown. Login page is

just used for register and login.

I a�ach some of the screen shots here. �e code can be viewed at

our group’s github. �is web page use the boostrap as framework.

I add a html5-tag < video > to make our web more a�ractive.

Figure 9: �e home page of our web app
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Figure 10: �e timeline

Figure 11: �e upload web page

Figure 12: Drag buoys

Figure 13: Drag buoys

6 CONCLUSION AND FUTUREWORK
In this report, I introduce the objective of our project in this semester

and present my contributions on research side and so�ware side.

For research side, I have 1. adopted three di�erent machine learning

models to �t our training data, 2. conducted an experiment to

demonstrate that we can reduce the dimensions of training data

and lastly 3. tried to optimise the original model. On the so�ware

side, I showed my contributions on building the UI. My personal

future work in next semester can be divided into two sides: the

research side and the so�ware side. For research side, I will 1.

spend around four weeks to optimise the layout of multi-buoys

to maximise the overall absorbed energy. 2. spend three weeks

to optimise other factors that may in�uence the economic bene�t,

such as the cable length which is used to connect buoys with shore-

side devices. 3. Do more research on optimisation methods and

machine learning methods. For so�ware side, there are two speci�c

problems that need to be solved: 1. �e calculation in back-end

may cost too much time and the front-end have to wait for it, how

to keep a long-time connection is a problem for developers. 2. �e

web application should not only work for our research project. It

should be able to provide more services on model training and

optimisation. For example, if users have some other data and wish

to train a model or obtain an optimised value, the web app should

be able to do this work.
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