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200 years ago, Charles Darwin…

…each species is doing well 
in its niche → “equally good”

Diversity nowadays: show alternatives
Power grid restoration
optimise w.r.t. known objectives 
(money, time, …), but then show 
alternative plans (e.g. sequences, …)

Inspirational image generation
optimise quality & similarity to a seed, 
but be diverse (search the latent space)

Algorithm understanding / 
algorithm tuning / 
algorithm portfolios / …
generate X instances (diverse w.r.t. features)
on which Z algorithms perform differently

Algorithm
footprint
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How to discover bugs (using testing)?
- Unit testing 
  …
- System testing: typically the ‘journey’ of a single user
- NEW: social testing, because increasingly, bugs are the 

result of complex interactions
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Some other “real” projects
• Creating human-like summaries: aim for a single target 

vector in the “text characterisation space” (w/ CT and 
Mahfouth Alghamdi)

• Rewriting Software Documentation for non-native 
speakers (w/ CT and Wencuan Poh; Google-funded)

• debunk climate change misinformation (more effective 
debunking by considering the reader’s age, educational 
level, political affiliation, …)

Some other “academic” projects
• Create performance-diverse instances and characterise 

them (e.g. features of hard/easy)
• Create feature-diverse sets of instances
• Create performance-discriminating instances (for sets 

of algorithms)
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Do you want to “diversify” something? 
All you need are two components:
- A way to generate “mutants” of what you have
- A way to characterise (features and/or qualities) the 

mutants
With this in mind, a simple (possibly population-based) 
approach will do the job.

è Ask me if you have questions on how to formulate 
something; markus.wagner@monash.edu 
(Some historical overview: http://acrocon.com/~wagner/pub/210907diversityIEEEQueensland.pdf) 

mailto:markus.wagner@monash.edu
http://acrocon.com/~wagner/pub/210907diversityIEEEQueensland.pdf

